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Redistribution and use in source and binary forms, with or without modification, are 

permitted provided that the following conditions are met: 

1. Redistributions of source code must retain the above copyright notice, this list 

of conditions and the following disclaimer. 

2. Redistributions in binary form must reproduce the above copyright notice, this 

list of conditions and the following disclaimer in the documentation and/or other 

materials provided with the distribution. 

THIS SOFTWARE IS PROVIDED BY THE IEEE ``AS IS'' AND ANY EXPRESS OR IMPLIED WARRANTIES, 

INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR 

A PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE FREEBSD PROJECT OR 

CONTRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR 

CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR 

SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON 

ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING 

NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF 

ADVISED OF THE POSSIBILITY OF SUCH DAMAGE. 

The views and conclusions contained in the software and documentation are those of the 

authors and should not be interpreted as representing official policies, either expressed 

or implied, of the IEEE.
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Introduction
One of the key ingredients of the overall Intercloud topology is the fact that individual cloud instances must be able to dialog with each other seamlessly. One cloud must be able to find one or more other clouds, which for a particular interoperability scenario is ready, willing, and able to accept an interoperability transaction with and furthermore, exchanging whatever subscription or usage related information which might have been needed as a pre-cursor to the transaction. Thus, an Intercloud Protocol for presence and messaging needs to exist which can support the 1-to-1, 1-to-many, and many-to-many Cloud to Cloud use cases.
XMPP Protocol: Extensible Messaging and Presence Protocol (XMPP) is possibly such a protocol. XMPP is a set of open XML technologies for presence and real-time communication developed by the Jabber open-source community in 1999, formalized by the IETF in 2002-2004, continuously extended through the standards process of the XMPP Standards Foundation. XMPP supports presence, structured conversation, lightweight middleware, content syndication, and generalized routing of XML data.
For Intercloud protocols, XMPP could be a viable control plane presence and dialog protocol. XMPP root services could possibly reside at the “Intercloud Root” level as part of the overall topology.
XMPP defines protocols for communicating between groups of entities which register with an XMPP server. Registration is dynamic and provides the basis for Presence. In a large implementation, such as the envisioned global Intercloud environment, XMPP servers are connected together. This is identical to the way service providers connect XMPP servers together already supporting cross-domain Instant Messaging. In this way, XMPP facilitates both presence and many-to-many messaging across service provider domains. XMPP messages are extensible, and can be used to carry messages of different types. For example, an XMPP Message can carry Instant Messaging (IM) type traffic.

XMPP servers support encrypted communication (SASL (Simple Authentication and Security Layer) and TLS (Transport Layer Security)) with the option to restrict XMPP servers to accept only encrypted client-to-server and server-to-server connections.
SIP Protocol: SIP is yet another prevalent collaboration protocol, especially in the telecom environment. Both protocols offer a rich set of features, are supported by a wide range of software and are publicly documented in open specifications advanced through the Internet Engineering Task Force (IETF).

Jabber XMPP has slightly more features for IM, e.g. chat rooms, and it is based on XML, which some people see as a benefit. Jabber is the standard for the world's largest federated IM platform, Google Talk, and it is also supported by Facebook.
In contrast, SIP is based on sets of header/value pairs that are very similar to those used in SMTP email and HTTP, making it easy to understand and troubleshoot. It has been implemented in a vast number of hardware phones, including the market leaders from Polycom, Cisco and Linksys. MSN is based on a variation of SIP (like all Microsoft solutions, MSN doesn't strictly adhere to the public standard).
As part of the overall engineering effort for Intercloud testbed engineering effort, we need to delve deep into as far as doing in-depth due diligence of these two collaboration protocols and determine the suitable collaboration protocol for federated Intercloud environment needs.   
