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Introduction
Security in the contemporary cloud computing environment itself is a major complex undertaking. Imagine the “Intercloud” environment where thousands of clouds federate amongst each other, security becomes orders of magnitude more complex in such an environment. 

This document goes on to describe the Intercloud security considerations and proposes a new Intercloud Trust Model, Identity and Access Management, Encryption and Key Management aspects and last but not the least the paper discusses the governance considerations of the overall Intercloud security environment.
Intercloud Trust Model

The diversity and flexibility of the capabilities envisioned by Intercloud enabled federated Cloud computing model, combined with the magnitudes and uncertainties of its components, pose difficult problems and challenges in effective provisioning and delivery of application services in an efficient and secured manner. Security is one of the most important and paramount elements of such a computing environment.

In an Intercloud cross-clouds federated environment, security concerns are even more important and complex. Intercloud paradigm or cloud computing paradigm, in general, will only be adopted by the users, if they are confident that their data and privacy are secured. Trust is one of the most fundamental means for improving security across heterogeneous independent cloud environments.

Currently, Public Key Infrastructure (PKI) based trust model is the most prevalent one. PKI trust model depends on a few leader nodes to secure the whole system. The leaders’ validity certifications are signed by well established Certificate Authorities (CAs). 

At a basic level, proposed Intercloud topology subscribes to the PKI based trust model. In accordance to the PKI trust model, the Intercloud Root systems will serve as a Trust Authority. In the currently proposed trust architecture, a Certificate issued by a Certificate Authority (CA), must be utilized in the process to establish a trust chain. The CAs which provides certificates must provide them in specific formats, undergo annual security audits by certain types of accountancy corporations, and conform to a host of best practices known as Public Key Infrastructure. These requirements can vary by country. The PKI best practices, the CA process, and the accountancy rules, may need to be re-examined for “Intercloud” computing.

Certificates not only need to identify the clouds, but the resources the clouds offer, and the workloads that the cloud wishes federation with other clouds, to work upon. Where web sites are somewhat static, and a certificate can be generated to trust the identity of that web site, cloud objects such as resources and workloads are dynamic, and the certificates will have to be generated by a CA. As per the architecture of the CA, the Intercloud Exchange will need to be the intermediate CA, acting in a just-in-time fashion to provide limited lifetime trust to the transaction at hand.

The current PKI certificates based trust model is primarily all or nothing trust model and is unsuitable for Intercloud environment. According to the current PKI based trust model, once the CA authorizes the certificate for an entity, the entity is either trusted or non-trusted. This is more like a Boolean relationship. However, in the cloud computing environment, especially in the Intercloud environment, this model needs to be extended to have “Trust Index” to go along with the existing PKI based trust model. “Trust Index” is essentially a level of trust demonstrated by cloud providers. Depending on the level of trust (40%, 50%, 60%, or 100%), for example, one Intercloud provider might trust another provider to use its storage resources but not to execute programs using these resources. The trust level is specified within a given time because the trust level today between two entities is not necessarily the same trust level a year ago. Trust Level is something dynamic in nature as opposed to static PKI certificates.

From Intercloud topology perspectives, Intercloud Roots will provide static PKI CA root like functionality. On the other hand, Intercloud exchanges will be responsible for the dynamic “Trust Level” model layered on top of the PKI certificate based trust model. The overall trust model is more of a “Domain based Trust” model. It divides the cloud provider computing environment into several trust domains. Nodes in the same domain usually are much more familiar with each other; they have a higher degree of trust for each other.

Exchanges are the custodians/brokers of “Domain based Trust” systems environment for their affiliated cloud providers. Cloud providers rely on the Intercloud exchanges to manage trust. As Domain trust agents, Intercloud exchanges store other domains’ trust information for inter-domain cooperation. Essentially, the trust information stored reflects trust value for a particular resource type (compute, storage etc.) for each domain. Exchanges also recommend other domains trust levels for the first time inter-domain interaction.
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Figure 3: Intercloud Trust Management Model.
At a high level, we are working towards a trust algorithm framework in order to derive the “Trust Index” for a cloud provider. Essentially, the Intercloud Trust algorithm will evaluate the underlying security attributes of a cloud provider such as “Firewall Capabilities”, “Intrusion Detection and Anti-Virus Capabilities” and so on. Additionally, cloud provider reputation parameters such as “Prior Success Rate”, “Turnaround Time” and so on would be considered as part of the overall determination of “Trust Index”. Accordingly, the “Trust Index” of a cloud provider will be established algorithmically.
Each Intercloud Exchange, as a Trust Agent, will discover the “Trust Index” of another cloud provider (via the corresponding Trust Agent) in a peer-to-peer manner on the lines of Distributed Hash Table (DHT) overlay based approach. The basic idea of DHT overlay system is to map a key space to a set of peers such that each peer is responsible for a given region of this space and storing data whose hash keys pertain to the peer’s region. The advantage of such systems is their deterministic behavior and the fair balancing of load among the peers (assuming an appropriate hash function). Furthermore, they provide location transparency: queries can be issued at any peer without knowing the actual placement of the data.
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Figure 4: Distributed Hash Table.
Essentially, the DHT peer-to-peer overlay is a self-organizing, distributed access structure, which associates logical peers representing the machines in the network with keys from a key space representing the underlying data structure. Each peer is responsible for some part of the overall key space and maintains additional routing information to forward queries to neighboring peers. As the number of machines taking part in the network and the amount of shared information evolve, peers opportunistically organize their routing tables according to a dynamic and distributed binary search tree.
The overall marketplace implications of this proposal are quite interesting, in that the Intercloud Root looks a lot like a current Internet Root CA type of business, whereas the notion that the exchanges are also in the trust business as an adjunct to the actual exchange business.
Intercloud Identity and Access Management

One of the key requirements to have success in effectively managing identities in the Intercloud environment is the presence and support for a robust standards based federated identity management capability using prevailing federation standards such as SAML, WS-Federation, and Liberty ID-FF. Comprehensive Identity Management systems typically provide services such as: User Provisioning & User Management, Authentication & Authorization, Role Engineering, and Identity Data Integration/Virtualization.
In a typical federated identity model, in order for a cloud provider to establish secure communication with another cloud provider, it asks the trust provider service for a trust token. The trust provider service sends two copies of secret keys, the encrypted proof token of the trust service along with the encrypted requested token.
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Figure 5: Intercloud Identity Federation Model.
As regards to granular level authorization in the Intercloud environment, support of XACML-compliant entitlement management is highly desirable. XACML provides a standardized language and method of access control and policy enforcement. Currently, prevailing mechanism for granular level authorization is usually implemented in a proprietary non-standard fashion.
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Figure 6: OASIS XACML Processing Environment.
XACML (eXtensible Access Control Markup Language) is an XML-based language for access control that has been standardized in OASIS. XACML describes both an access control policy language and a request/response language. The policy language is used to express access control policies (who can do what when). The request/response language expresses queries about whether a particular access should be allowed (requests) and describes answers to those queries (responses).
In a typical XACML usage scenario, a subject (e.g. human user, workstation) wants to take some action on a particular resource. The subject submits its query to the entity protecting the resource (e.g. filesystem, web server). This entity is called a Policy Enforcement Point (PEP). The PEP forms a request (using the XACML request language) based on the attributes of the subject, action, resource, and other relevant information. The PEP then sends this request to a Policy Decision Point (PDP), which examines the request, retrieves policies (written in the XACML policy language) that are applicable to this request, and determines whether access should be granted according to the XACML rules for evaluating policies. That answer (expressed in the XACML response language) is returned to the PEP, which can then allow or deny access to the requester. Policy Administration Point (PAP) is used to get to the policies; the PDP uses the PAP where policies are authored and stored in an appropriate repository.

Encryption and Key Management

Encryption technology is a very key component of the overall Intercloud security framework. Security is designed in a manner so that data is encrypted “at rest” and “in transit”. In the Intercloud and cloud computing world in general, there is a radical paradigm shift specifically the way we think about computing by removing the specifics of location from its resources; cloud computing can be thought of as radical “deperimeterization”. However, in divorcing resources from location creates security issues that result from this lack of any perimeter. In such a world, there is an utmost need for securing the computing resources using strong encryption by leveraging underlying scalable and robust key management mechanism. However, encryption algorithms are as good as the underlying key management process.
Key management is not just about technology, it also includes People & Process elements as well. Failure or compromise of any of these components results in the failure or compromise of the whole system. Unlike traditional static internet environment, in an Intercloud environment there is a great need for separating the computing resources and the encryption keys, a chain of separation as well as a chain of custody with multiple parties involved at each step.
As computing resources in an Intercloud environment can potentially be anywhere. In order to be able to encrypt/decrypt these resources, the corresponding keys need to be retrieved. To help streamline the overall communication process between key management environment and cryptographic clients, we are evaluating interoperability standards such as recently announced OASIS Key Management Interoperability Protocol (KMIP).

Governance Considerations
When a business entrusts its data to a third party such as a cloud provider, it is vulnerable. Its data is sitting in cloud provider’s computing environment. In an Intercloud enabled federated cloud computing environment, it gets even more complex due to the involvement of more than one cloud provider. Many things can go wrong. The cloud service provider may go out of business or may decide to hold the data hostage if there is a dispute. It is important to understand in which country data will be hosted, because the location of the data directly affects the choice of the law that will govern the data. If the data reside in China, it is likely that Chinese law will govern access to the servers where the data are hosted. If the client demands access to its data would Chinese law apply since the data are stored in China? Further, Chinese law may permit the Chinese Government to have unlimited access to the data stored in its territory whereas there might be stricter restrictions to access by the United States Government to data stored in the United States.
Controlling and governing who has access to the metadata associated with its data or with the uses of its data may be important. A company that holds sensitive personal data, company trade secrets, or other valuable information may wish to limit access to, or use of the traffic information associated with this data by the cloud service provider. For example, who looked at what information, and when or what queries or searches were run may have great value. The cloud service provider may want the ability to mine the company’s data or metadata for secondary uses, such as for marketing or market research purposes. Numerous cloud service providers offer free access to their services or their applications with the view to mine the data in their custody in order to offer advertising services. In other cases, an organization or an individual may not mind the potential intrusion in their affairs if they determine that the financial benefit and ease of access to their information through the cloud outweighs the potential that third parties may access their files, pictures, or correspondence.
In an Intercloud federated environment, there are considerations and ramifications as far as prohibition again cross-border transfers of data assets. A global company that wishes to take advantage of cloud services will want to ensure that this use does not jeopardize its subsidiaries, clients, business partners and others which may be subject to foreign laws with different restrictions than those in effect in the United States. The US based company will want to know where the personal data of its employees, clients and others will be located, so that it can address the specific restrictions that foreign data protection laws may impose. For example, a German subsidiary may not oppose the use of a cloud service provider in Argentina, but it will object to the transfer of its data to Turkey, Mexico, or the United States. Knowing where the cloud service provider will host the data is a prerequisite to implementing the required measures to ensure compliance with local laws that restrict the cross border flow of data.
Service providers will need a clear understanding of the complex restrictions and requirements created under the data protection laws of the European Union member states and of several other non-EU countries with similar laws. Cumbersome restrictions hamper the transfer of data outside of these countries. Their laws require data controllers (who originally collected the data) to inform individuals that their data will be processed abroad, and to obtain their consent to the transfer. In addition, the data controller and the recipient of the data may have to enter into special contracts that must be approved by the local Data Protection Authority.
