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Introduction
We find that the back-end implementation of cloud-distributed, unstructured storage can be extended to generalized cloud-to-cloud federation using a Simple Storage Replication Protocol (SSRP), which is built on top of the base Intercloud protocol set.
Let us consider an interoperability use case scenario. A user is performing a function that utilizes Cloud based storage capabilities. In Cloud Computing, storage is not like disk access, there are several parameters around the storage which are inherent to the system, and one decides if they meet certain needs or not. For example, storage is typically replicated to several places in the cloud, In AWS and in Azure it is replicated three places. The storage API is such that, a write will return as successful when one replicate of the storage has been affected, and then a “lazy” internal algorithm is used to replicate the storage object to two additional places. If one or two of the storage object replicates are lost the cloud platform will replicate it to another place or two such that it is now in three places.

A user has some control over where the storage is, physically, for example, one can restrict the storage to replicate entirely in North America or in Europe. There is no ability to vary from these parameters; that is what the storage system provides.

We do envision other providers implementations might say, five replicates, or a deterministic replication algorithm, or a replicated (DR) write which doesn’t return until and unless n replicates are persisted. One can create a large number of variations around “quality of storage” for Cloud.

In the interoperability scenario, suppose AWS is running short of storage, or wants to provide a geographic storage location for an AWS customer, where AWS does not have a datacenter, it would be sub-contracting the storage to another cloud service provider. In either of these scenarios, AWS would need to find another cloud, which was ready, willing, and able to accept a storage subcontracting transaction with them. AWS would have to be able to have a reliable conversation with that cloud, again exchanging whatever subscription or usage related information which might have been needed as a pre-cursor to the transaction, and finally have a reliable transport on which to move the storage itself.

Note, the S3 storage API is not guaranteed to succeed, if there is a failed “write” operation from AWS to a subscriber request, the subscriber code is supposed to deal with that (perhaps, via an application code level retry). However Cloud to Cloud, a target cloud “write” failing is not something the subscriber code can take care of. That needs to be reliable.

Currently, due to the proprietary nature of each cloud, every cloud environment is a silo in itself. There are no formal protocols and standards established in order to address the above mentioned issues. The intent of our work is to address storage interoperability issues such as naming, discovery, conversation setup items challenges etc. End goal is to provide a common set of standards, protocols and new components (such as cloud exchange providers role as intermediaries) to address all these interoperability issues in a seamless manner for enabling “Federated Cloud Storage” environment.
The following is a high level sequence for “Intercloud Enabled Federated Unstructured Cloud Storage” amongst disparate cloud storage providers. “Inter-Cloud Exchanges” facilitate the negotiation process among disparate heterogeneous clouds in order to enable a seamless federated storage environment.
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SSRP Unstructured Cloud Storage Sequence Diagram

The following schematic shows the user traveling from the USA, and ending in the UK, and the replicate which the roaming provider serves up to him, because they know where he is by virtue of his connectivity, is served up nearby to him, as illustrated.
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SSRP Enabled Cloud Storage Roaming use case

